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For a given set of �'s, (�

1

; :::; �

N

), the probability of picking a con�guration X =

(C

1

; :::; C

N

) is

P (X ; �

1

; :::; �

N

) =

1

Z

EXT

exp

"

�

N

X

i=1

�

i

H(C

i

)

#

: (78)

We will de�ne a Markov process for this extended system. To do this we need to de�ne a

transition probability matrixW (X; �;X

0

; �

0

) (that is the conditional probability to exchange

X and X

0

without changing the �'s: i.e. initially we have two system (X; �) and (X

0

; �

0

)

and we try to change to the situation (X

0

; �) and (X; �

0

)). The detailed balance condition

for this system reads

P (� � �; X ; � � �; X

0

; � � �; � � �; �; � � �; �

0

; � � �)W (X; �;X

0

; �

0

)

= P (� � �; X

0

; � � �; X; � � �; � � �; �; � � �; �

0

; � � �)W (X

0

; �;X; �

0

) : (79)

Using equation (78) we �nally obtain

W (X; �;X

0

; �

0

)

W (X

0

; �;X; �

0

)

= exp(��) ; (80)

where

� = (�

0

� �)(H(X)�H(X

0

)): (81)

We can use a Metropolis like test: if � < 0 we accept the change, otherwise we update with

probability exp(��).

The procedure for the PT method is then:

1. Update independently the N replicas using a standard MC method for the canonical

ensemble.

2. Try to exchange (X; �) and (X

0

; �

0

). Accept the change if � < 0 and, if � > 0, change

with probability exp(��). Reject otherwise.

It is possible to show that � � �

m+1

� �

m

scales exactly as in the tempering method

(see (74) and (75)).
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1. We update the spin con�guration X to X

0

using, for instance, the Metropolis or Heat

Bath method at �xed �

k

. We can repeat this step a certain number of times before

going to the next phase.

2. We try to update the inverse temperature �

k

to �

k�1

using a Metropolis like test: if

�H

EXT

< 0 we accept the change, otherwise we accept the change with probability

exp(��H

EXT

).

This procedure satis�es detailed balance. From the previous discussion it should be

clear that the most di�cult part of the method is to �t the g

m

to the values of the free

energies (on the contrary selecting the � set is not a very demanding task). This can be

done using an iterative procedure inside the simulating program: we change at run time

the g

m

values until we obtain an uniform probability for the di�erent �'s.

A typical run done using this method consists of:

1. Run a simple Metropolis algorithm in order to get a �rst calculation of the free

energies.

2. Run the simulated tempering and change, at run time, the previous values of the free

energies in order to obtain a constant probability for the di�erent �

m

.

3. Run the equilibrium simulations, with �xed g

m

, and measure the interesting observ-

ables.

Appendix 3: Parallel Tempering

A great improvement to the previous method is the parallel tempering method (PT)

39;88

.

The main advantage is that in this case we do not need to compute the partial free energies.

In the tempering method we had only one system and a set of M temperatures: the spin

system changed its T value during the simulation. In the PT method we haveN systems and

N values of �

m

: we will try to swap the con�gurations with two neighboring temperatures.

Hence we will always have a system in each temperature of our set.

There are N inverse temperatures (�

1

; : : : ; �

N

) and N non-interacting real replicas so

the phase space is given by fXg = fX

1

g� : : :�fX

N

g. The partition function of the system

reads

Z

EXT

=

N

Y

i=1

Z(�

i

) ; (76)

and, as usual,

Z(�

i

) =

X

fX

i

g

exp [��

i

H(X

i

)] : (77)

In the PT method the new phase space is the direct product of the phase space of the

replicas while in the tempering scheme it is the direct sum (that is why we needed weights

for the di�erent terms of the sum).
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P (m) �

X

fXg

P (X;m) =

Z(�

m

)e

g

m

Z

EXT

=

1

Z

EXT

exp(��

m

f(�

m

) + g

m

) ; (70)

where f(�

m

) is the free energy at �xed m (i.e. �

m

f(�

m

) = � logZ(�

m

)).

If we choose g

m

= �

m

f(�

m

) all the di�erent m's have the same probability, equal to

1=Z

EXT

. In this case Z

EXT

=M .

Now we will compute the probability of jumping between two consecutive inverse tem-

peratures �

m

and �

m+1

(where we are assuming that the �'s are ordered: �

m

< �

m+1

<

�

m+2

< : : :). The variation of the extended Hamiltonian for a given con�guration X is

�H

EXT

= E

inst

� � (g

m+1

� g

m

) ; (71)

where � � �

m+1

� �

m

and E

inst

is the instantaneous energy, E

inst

� H(X). Expanding

g

m+1

= �

m+1

f(�

m+1

) near �

m

we obtain

g

m+1

� g(�

m+1

) = g(�

m

) +

dg(�)

d�
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�

�

�

�=�

m

�
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d�

2

�

�
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m

�
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+ O(�

3

)

= E(�

m

)� +

1

2

C(�

m

)�

2

+ O(�

3

) ; (72)

where E(�

m

) is the mean energy at �

m

, dg(�)=d� = E(�) and dE=d� = C(�) � hH

2

i�hHi

2

is essentially the speci�c heat.

By assuming that E

inst

is close to E(�

m

), the variation �H

EXT

will be not large if we

keep C(�

m

)�

2

= O(1). In this case we will have a reasonable acceptance ratio for the �

swaps. This condition of � is equivalent to imposing that the energy histograms at �

m

and

�

m+1

overlap.

At the critical point the speci�c heat of the whole sample, C(�), diverges as

C(L; �

c

) / L

�=�+d

; (73)

assuming that the speci�c heat exponent, � is positive, so the condition on � reads

� / L

�(d+�=�)=2

; (74)

while in the non critical region (and in the critical region if� < 0), C(L; �) diverges with

the volume, L

d

, so we need

� / L

�

d

2

: (75)

Starting the update from (X; �

k

), the procedure used in the tempering method is composed

of two steps:
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corresponding Boltzmann Gibbs weight and this weight can be hardly reconstructed from

an analysis done directly at in�nite volume.

Appendix 2: Simulated Tempering

In this section we will describe the so called tempering methods

86

(see also the lecture

notes in

87

). In these methods the temperature becomes a dynamical variable. In particular

we will describe the simulated tempering method

86

and a crucial variation, the powerful

parallel tempering scheme

39;88

. Multicanonical methods

69;89

have very similar roots, and

can be also employed very e�ectively, but we will not describe them here. These methods

have been used to simulate very e�ectively a wide range of physical problems (see

87

for a

list).

The basic idea of both methods is to move in the temperature space (always staying

in thermodynamic equilibrium with respect to a suitable probability distribution) to avoid

being trapped by high energy barriers: the system changes its temperature, goes up to the

paramagnetic phase and eventually goes back to lower temperature. With high probability,

in di�erent visits to the low temperature region, the system will visit new local minima (if

the phase space has a reasonable shape).

Let us introduce the tempering scheme. We have the original phase space, that we

will denote by fXg, a Hamiltonian H(X) and a new variable m which takes M values

(fmg = f1; :::;Mg). We extend the original phase space to a new space fXg � fmg. The

probability for a element, (X;m), of this extended phase space to occur is given by

P (X;m) �

1

Z

EXT

exp [�H

EXT

(X;m)] ; (66)

where

H

EXT

(X;m) � �

m

H(X)� g

m

; (67)

and

Z

EXT

�

M

X

m=1

X

fXg

exp [�H

EXT

(X;m)] =

M

X

m=1

e

g

m

Z(�

m

) : (68)

The extended partition function is the weighted sum of the M partition functions, Z(�

m

),

at given �

m

, and

Z(�

m

) �

X

fXg

exp [��

m

H(X)] : (69)

The �

m

are dynamical variables which will be allowed to span a set of given values (e.g.

the inverse temperatures that we want to simulate) and the g

m

must be �xed before the

run begins.

If we �x m, it is obvious that the probability distribution for X is given by the usual

Boltzmann weight with � = �

m

. Moreover, the probability to �nd a given value of m is
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on these kinds of notions, since systems we can store in a computer are always �nite).

We strongly believe that these statements do make sense, although their translation into a

rigorous mathematical setting has never been done (as far as we know), perhaps because it

is much simpler (and in many cases su�cient) to work directly in the in�nite volume limit.

We assume that such decomposition can be done also in spin glasses (the contrary

would be highly surprising for any system with a short range Hamiltonian). Hence the

�nite volume Boltzmann Gibbs measure can be decomposed into a sum of �nite volume

pure states according to the previous de�nitions. The states of the system are labeled by �

and they satisfy eq. (63). The function P (q) for a particular sample is given by

P (q) =

X

�;�

W

�

W

�

�(q

�;�

� q) ; (64)

where q

�;�

is the overlap among two generic con�gurations in states � and �.

This de�nition of states is used only at a metaphorical level. The predictions of the

mean �eld theory concern correlation functions computed in the appropriate ensemble

5

and computer simulations measure directly these correlation functions. The decomposition

into states (which is never done explicitly during computer simulations) is an interpretative

tool which describes the complex phenomenology displayed by the correlation functions in

a simple and intuitive way. We could alternatively de�ne the function P (q) as

Z

dqP (q)q

s

=

P

i;k=1;N

h�

i

�

k

i

2s

N

2

; (65)

but this de�nition would have much less intuitive appeal the previous one.

The two approaches, the replica analysis of the �nite volume correlations functions

(the results of which can be stated in a simple and intuitive way by using the idea of

decomposition into states of the Boltzmann Gibbs measure) and the construction of pure

states for the actually in�nite system, give complementary information which can be hardly

compared one with the other. In the replica method one obtains information only on those

states whose weight w does not vanish in the in�nite volume limit

f

. All local equilibrium

states have the same free energy density; however the di�erences in the total free energy

may grow as L

D�1

. From an in�nite volume point of view all these states are equivalent,

but from a �nite volume point of view only the state with lower free energy and the states

whose total free energy di�er from the ground states by a �nite amount are relevant.

For example, in the ferromagnetic case (in more than two dimensions at su�ciently low

temperature) there are equilibrium states which have in half of the in�nite volume positive

magnetization and in the other half negative magnetization. These states are invisible in

the replica method because their weight (when restricted to a �nite volume system) goes

to zero as exp(�AL

D�1

) (special techniques, i.e. coupling replicas, may be used to recover,

at least partially, this information). In the replica method the states are weighted with the

f

As it stands this sentence may be misleading because it could seem to describe the property of a given

state when we change the volume. A more precise (and also heavier) formulation is the following: for each

particular volume the replica method gives information on the states (de�ned for that particular model)

whose weight w is not too small when N is very large.
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This decomposition into pure states is well known. It was developed thirty years ago for

the case of translationally invariant Hamiltonians

78

. In the case of spin glasses (and more

generally of other system with quenched non translationally invariant disorder) things are

much more di�cult. The very concept of a probability distribution over con�gurations of

the actually in�nite system needs extreme mathematical care. Just consider the example

of a ferromagnet at low temperature in presence of a random quenched magnetic �eld. We

know that for a �nite, large system, there is a magnetization which is equal to �1, the sign

being that of h

T

�

P

i

h

i

, provided that h

2

T

is a quantity of order of the volume (as usually

happens). Everything is clear! However if we want to consider an actually in�nite system

what is the sign of h

T

? We could consider the function s(L) � sign

P

i=�L;L

h

i

, but this

leads nowhere because if the h

i

are random variables with zero average, s(L) does not have

a limit when L goes to in�nity.

The real problem with spin glasses and with other disordered systems is that it is

extremely di�cult to control the Boltzmann Gibbs probability in the in�nite volume limit.

The previous example of a ferromagnet in a random �eld strongly suggests that such limit

may not exist, at least not in a naive way. Similar conclusions are valid for spin glasses in

the mean �eld approach

2

, and they have been conjectured to be valid also for short range

glasses. Sometimes one refer to this phenomenon as chaotic dependence of the properties of

the system on the size

80

. To deal with this problem di�erent techniques have been suggested

(for a recent discussion see reference

83

). Using di�erent de�nitions leads to di�erent results,

that potentially describe very di�erent physical pictures

80;82

.

A decomposition into pure states of the Boltzmann Gibbs probability distribution for

an in�nite system is only possible if the Boltzmann Gibbs probability distribution exists in

the in�nite volume limit and this does not seem to be the case of many disordered systems.

An alternative approach consists in making an approximate decomposition into pure states

for a �nite system; this decomposition must coincide with the usual de�nitions in the case

where the in�nite volume limit can be done without di�culties (i.e. where there is no

chaotic dependence on size).

Let us see how one could de�ne approximate pure states in a large but �nite system.

In this way we are giving a di�erent, but maybe more physical, de�nition of a state.

Let us consider a system in a box of size L. We partition the con�guration states

into regions, labeled by �, and we de�ne the averages restricted to these regions

84;85

. We

have to impose that the restricted averages over each of these two regions are such that

connected correlation functions are small at large distance x, i.e. they go to zero faster

than a given function A(L) such that lim

L!1

A(L) = 0. In this way we recover eq. (63)

for a �nite system. In the case of a ferromagnet the two regions are de�ned by considering

the sign of the total magnetization. There are ambiguities with those con�gurations which

have exactly zero total magnetization, but the probability that such a con�guration occur

is exponentially small at low temperature.

Physical intuition tells us that this decomposition can be done (at least for familiar

systems), otherwise it would make no sense to speak about the spontaneous magnetization

of a ferromagnetic sample or to declare that a �nite amount of water (at the melting point)

is in the solid or liquid state (also all numerical simulations gather data that are based
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Also measurements of the correlation length �(t

w

) give precise results. The �t to a pure

algebraic behavior, � / t

�(T )

, with � ' 0:2T works well. The droplet approach predicts

�(t

w

) / (log t

w

)

1= 

, that here also gives a reasonable �t with  = 0:65� 0:01 independent

of T .

Also in this case the mean �eld picture appears to be preferred, over the scales inves-

tigated by the state of the art numerical simulations, over the droplet model. There is a

large potential of things to be learned in dynamical simulations, and much will be learned

in the next years.

Appendix 1: On the De�nition of Pure States

We will give here a few more details about the problem of de�ning pure states. We will

use this notion in a physical way, which may be di�erent from the approach used by the

mathematical physics community.

The basic idea is rather simple. Let us consider for simplicity a spin system with nearest

neighbor interaction on the lattice. Everything works �ne for an actually in�nite system.

We de�ne a state �(C) as a probability distribution over the con�gurations C of the in�nite

system

d

. A state is said to be a local equilibrium state (or a DLR state

77

) if, looking at

�nite volume of the con�guration space, the relative probabilities for the system to be in

states in that volume are given by a Boltzmann distribution.

A theorem says

77

that any DLR state can be decomposed as the sum, with non negative

coe�cients, of pure DLR states:

h�i =

X

�

W

�

h�i

�

: (63)

Pure states are the ones for which the only possible decomposition has one W




= 1 and all

the other weights equal to zero. In other words the DLR states are a convex set and the

pure states are the extremal states of this set. The pure states can also be characterized

by the clustering property: in pure states the connected correlations functions go to zero

at large distances, or equivalently in pure states intensive quantities do not 
uctuate

78;79

.

The proofs which are needed are very simple

e

if one uses the appropriate mathematical

setting

78

. Hard problems start when we have to show that this nice construction is not

empty, i.e. when we have to prove that local equilibrium states do exist for the in�nite

system. The simplest way we have to accomplish this task is to take a �nite volume system

and to show that the in�nite volume limit of the Boltzmann Gibbs probability does exist and

it is a local equilibrium state. In this construction there is freedom to chose the boundary

conditions of the system, and di�erent boundary conditions could lead to di�erent local

equilibrium states. If the boundary conditions are chosen in an appropriate way (e.g. all

spins up in a ferromagnet) a pure state is obtained.

d

We use here and in the following an informal language: all what we are saying can be phrased in a

precise mathematical language, but such a reformulation would be out of place here.

e

The only tricky point is to prove the clustering property for pure states.
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Figure 12: Autocorrelation function C(t; t

w

) as a function of time t for t

w

= 5

n

(n = 1; : : : ; 8) at T = 1:0

and 0:8, (n = 2; : : : ; 8) at 0:6 and 0:2. The system size is L = 100 and the disorder average was performed

over 256 samples. The error bars are smaller than the symbols. From ref.

72

.

translational invariant regime), and that again the predictions of the droplet model do not

�t the numerical data. As usual, the numerical studies are mainly based on the measurement

of the correlation function de�ned in equation (18).

The �rst result, see �gure (12), is that for waiting times t

w

larger than a given value

�

eq

the curves of the autocorrelation function, C(t; t

w

), as a function of t for di�erent

t

w

, collapse. This implies that the system equilibrates. One can identify �

eq

as the time

necessary to reach the equilibrium situation (the regime where the 
uctuation-dissipation

theorem holds). This is what is called interrupted aging. The equilibration time grows

when the temperature decreases. For lower temperatures the equilibration time becomes

larger than the simulated time and the situation is not qualitatively di�erent from that in

three or four dimensions.

The correlation function, C(t; t

w

), follows empirically the scaling law

C(t; t

w

) = f

�

t

�(t

w

)

�

; (62)

where f(x) is a scaling function and the time scale, �(t

w

), is proportional to t

w

for t

w

� �

eq

,

and reaches a plateau when t

w

> �

eq

. In the former regime the variable of the scaling

function will be

t

t

w

. The droplet model suggests a dependence over

log(t)

log(t

w

)

that is clearly

unable to describe the data.
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convergence is very similar to the one computed in the mean �eld model. This is one of

the quantitative agreements that make the relation of the mean �eld solution and the �nite

dimensional models clear and impressive.

7 D=2

We do not have enough space to enter in many details about the 2D case

68;69;70;71;72;73;74;75

.

We will brie
y discuss the statics of the problem and the out of equilibrium dynamics,

trying to stress some important points such as the nature of the T = 0 divergence.

7.1 Statics

As we have discussed, the original Bhatt and Young work

26

seems already to shed a clear

light on the 2D cases (though we will discuss some recent doubts

71;74

in the next paragraph).

For J = �1 couplings one found a clear signature for a T = 0 transition, with power law

divergences with � = 2:6� 0:4, � = 0:20� 0:05 and 
 = 4:6� 0:5.

Recent transfer matrix calculations

71

, mainly looking at the complex zero structure of

the partition function, seem however to cast some doubts on the power law nature of the

divergence since the data, supports better a correlation length that diverges exponentially

(see also our discussions of section (5)). In this case, one would have (for J = �1 in 2D)

� ' exp(

2

T

).

This result is also suggested by a recent paper

74

based on T = 0 exact ground states,

and allows a determination of the sti�ness exponent (expected to equal �1=� if T

c

= 0),

that turns out to be small and negative, �0:056� 0:006 (perhaps implying that the exact

value is zero). The question of whether the correlation length diverges with a power law or

exponentially does not seem to be solved at the moment.

The model with Gaussian couplings J has been discussed in detail in

73

. The T = 0

behavior has been analyzed by determining ground states thanks to a branch and cut

algorithm. Under this approach the authors �nd y = �0:281 � 0:002. Assuming a T = 0

power law divergence and using continuous couplings (with no accidental degeneracy) one

has � = � = 0 and




�

= 2, leaving only one independent exponent, say �, to be determined.

Since one expects y =

1

�

the results of

73

imply � = 3:56� :02.

This value, however, disagrees with a direct �nite-T Monte Carlo simulation

70

which

�nds � ' 2. To our knowledge, this discrepancy is not understood. It is surprising that

despite so much study, there is still controversy about the exponents of the two-dimensional

Ising spin glass, both for discrete and continuous bond distributions.

Lemke and Campbell

75

have studied the 2D model with next-nearest neighbor interac-

tions and found signs of a possible �nite temperature spin glass phase.

7.2 Out of Equilibrium Dynamics

We will give here a few details about the o� equilibrium dynamics in the 2D model, by

mainly following

72

and

50

. The main points are that interrupted aging can be observed

in detail (since there is no phase transition the system eventually converges to a time
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Figure 11: The integral I

L

as a function of L in a double log scale. The lower points are for the case where

we have �xed q

1;2

= q

2;3

, the upper points where q

1;2

6= q

2;3

(see the text).

an ultrametric structure would imply that q �

2

5

q

EA

, while the usual triangular inequality

would only imply that q � �

7

5

q

EA

. Obviously the choice of the constraint is crucial to

obtain a sharp di�erence from the usual situation of an Euclidean metric.

It has been possible to thermalize lattices of up to 8

4

. The computation turns out to be

very successful, as we will see. The most serious problem turns out to be in the usual �nite

size e�ects: �nite size e�ects are serious in spin glass models, and in this computation they

appear clearly. In order to be more quantitative we de�ne the integral

I

L

�

Z

q

min

�1

dq (q(L)� q

min

)

2

P (q) +

Z

+1

q

max

dq (q(L)� q

max

)

2

P (q) ; (60)

where q

min

is the minimum q allowed (for us, for example, q

min

= q

1;2

), and q

max

= q

EA

. I

L

goes to zero if the system is ultrametric. We plot I

L

in �g. (11) for the two choices of the

constraint that have been discussed in

46

.

For example in the case of two equal distances a very good best �t shown in the �gure

gives

I

L

' (�0:0001� 0:0005)+ (0:76� 0:03)L

�2:21�0:04

: (61)

It is remarkable that the mean �eld computations of

33;67

give an exponent of

8

3

' 2:67,

for the deviations from a pure ultrametric behavior in a �nite system. Not only does one

�nd the system converges, for large L, to an ultrametric behavior, but the rate of the
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Figure 10: 4D Edwards-Anderson order parameter, computed from non-equilibrium dynamics, versus T .

From ref.

65

.

is substituted in spaces endowed with an ultrametric distance by the stronger inequality

d

1;3

� max (d

1;2

; d

2;3

) : (58)

One can for example de�ne the squared distance among two spin con�gurations and relate

it to the overlap q by

d

2

�;�

�

1

4q

EA

V

V

X

i=1

�

�

�

i

� �

�

j

�

2

=

1

2

�

1�

q

�;�

q

EA

�

: (59)

In an ultrametric space all triangles have at least two equal sides, that are larger than

or equal to the third side. An hierarchical tree is a very good way of representing an

ultrametric set of states. In the solution of the mean �eld spin glass theory one �nds an

exact ultrametric structure: states are organized on an hierarchical tree, and if we pick

up three equilibrium con�gurations of the system and compute their distance we �nd an

ultrametric triangle.

Reference

46

is based on a constrained Monte Carlo procedure. One updates three

replicas of the system (with the same set of couplings), and constrains the distance between

replica one and replica two to a given value q

1;2

, and the distance between replica two

and replica three to q

2;3

(that can be equal to q

1;2

). We have three replicas, two distances

between them are �xed and we measure the third one, that we call q. For example if one

�xes both q

1;2

and q

2;3

to some fraction of q

EA

(in the case of

46

the value

2

5

q

EA

was used)
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w
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. From ref.

65

.

q

EA

(T ) '

�

T

c

� T

T

c

�

�

: (56)

drawn using the values obtained by equilibrium simulations of the model

65

: T

c

= 1:8 and

� = 0:74. The line is only a guide to the eye, but it coincides very well with the numerical

data, even far from T

c

(where we do not expect a priori that a simple power law holds).

6.5 Ultrametricity

Verifying the ultrametric structure of spin glass models by numerical simulations is a di�cult

task. Even for the SK model, where we know analytically what to expect, fully satisfactory

numerical checks have not been yet obtained. Still, the question is very important: is the

phase structure of �nite D models reminiscent of the ultrametric organization of the mean

�eld solution? Cacciuto, Marinari and Parisi

46

have discussed this issue in the 4D case,

and found a positive evidence, that we will discuss in the following. The interested reader

can read the interesting introductions and discussions of

30;66

: mean �eld techniques allow

advanced computations about the ultrametric structure of the phase space

33;67

.

A good introduction to ultrametricity for physicists is in

30

. Here we just remind the

reader that the usual triangular inequality

d

1;3

� d

1;2

+ d

2;3

; (57)
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6.4 Out of Equilibrium Dynamics

We will discuss here again (see also x5.4), an out of equilibrium approach. In some situations

this can be very helpful (we will see that in the 4D case we can even measure q

EA

by an

o�-equilibrium technique). Here one measures the relevant quantities as a function of time.

Often they can be �tted extremely accurately in a large time window by power laws, i.e.

by a form A + Bt

�C

: in this way, especially if the exponent C is not too small, one can

perform the t ! 1 limit quite precisely. One further advantage of the method is that

one can work with very large lattices. Taking a lattice size much larger that the dynamic

correlation length allows one to make �nite size corrections very small.

In the following we will mainly focus on the relation between o� and on equilibrium

regimes, by describing mainly the work of

65

. We will see that it will be possible to establish

strong links between the two regimes.

Asymptotically an equilibrium situation is reached by making t

w

large in the correlation

functions of (18) (so that the system is at equilibrium on very large time scales), and then

considering measuring times t, which, though large, are still small compared with t

w

. In

this case we expect to �nd power like corrections to q

EA

. We can write

q(t) � lim

t

w

!1

C(t; t

w

) =

�

q

EA

+ at

�x

�

for t� 1 : (54)

Here we are saying that if we wait a large time the system will be equilibrated on time

scales smaller than the waiting time. Hence, if we measure correlations up to these scales

we will �nd that the autocorrelation function tends to a plateau that is exactly the Edwards-

Anderson order parameter: for t ' t

w

there will be a crossover, and the correlation function

will decay to zero for t � t

w

. Most numerical simulations were done in a region of short

waiting times, and so were dealing with this second regime

21;23;48

, observing a power decay

to q = 0. Using a large waiting time has recently allowed one

65

to clearly detect the e�ect

implied by (54). In that work,

65

a large ratio,

t

w

t

� 32 was used and the numerical data are

well �tted by the form

C(t; t

w

) = (q

EA

+ at

�x

) C

�

t

t

w

�

; (55)

where for z ! 0 one has C(z) ' 1 � c

1

z

�

. One �rst determines the scaling function C(

t

t

w

)

by �tting the numerical data for the autocorrelation function at a �xed value of t (as a

function of t

w

). Then one divides away from the numerical data the value of C: the fact

that all the rescaled points, at di�erent t and t

w

, fall on a single, universal curve, is a test

that (55) is a correct ansatz. After these steps one can try to �t the scaling curve to a

power behavior. The numerical data together with the �t are shown in �gure (9). It is clear

from this �gure that for large t (but still in the regime t

w

=t � 32), the data do not follow

a pure power �t (t

�x

) and there is a correction that can be taken in account by �tting to

the form q

EA

+ at

�x

. In �gure 9 we also plot this second �t.

The best estimates for q

EA

as a function of T are shown in (10). The dashed line is the

function
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P (q) =

~

P (q) + (1� x

M

)�(q � q

EA

) (52)

where the term

~

P (q) does not contain a delta function at q

EA

and has weight x

M

, which

is therefore the probability of �nding two di�erent systems with an overlap q < q

EA

. In

mean �eld theory x

M

is proportional to T

c

� T : since a pure number is proportional to the

distance from the critical temperature scaling is badly violated. On the other end it was

shown

32

that in less than 6 dimensions scaling is restored and the function P (q) scales as

q

EA

P (q) = f

�

q

q

EA

�

; (53)

where q vanishes as a jT � T

c

j

�

. At least a partial veri�cation

32

of equation (53) has been

done by verifying that near T

c

the quantity q

EA

P (0) does not depend on T .

6.3 Non-Zero Magnetic Field

An important prediction of the mean �eld solution concerns the existence of a transition

even for non zero magnetic �eld. When the magnetic �eld is small enough there exists a h

dependent temperature T

AT

(h) (the de Almeida-Thouless line) where the overlap suscep-

tibility diverges. Below the �eld dependent critical temperature the function P (q) is non

trivial.

It is di�cult to study numerically the transition in a �eld in great detail

34;59;60;61

. The

function P (q) is symmetric around the origin at h = 0, and it is concentrated at positive

q values for non zero h. If h is too small and the volume is not too large, one �nds a tail

of con�gurations with negative q. This tail disappears when increasing the volume, but

complicates the analysis

34;59;60

. This region is relevant for the cross-over behavior from

h = 0 to h 6= 0. If h is not too small (for example an h which induces a magnetization of

0:15), the critical temperature is decreased by a large factor compared with the h = 0 case

(circa 40% for m = 0:15) and in this low temperature region measurements are much more

di�cult .

The present data

62;63

support the existence of a transition: at low temperatures the

overlap susceptibility diverges roughly proportionally to the volume and the function P (q)

strongly 
uctuates from system to system. Studies of the system in presence of an external

�eld (conjugate to the overlap) which couples two replicas suggest the presence of disconti-

nuities at � = 0, but a relatively large extrapolation is needed to reach these conclusions.

Unfortunately for h 6= 0 the values of the various Binder cumulants (related to skewness

and kurtosis) as a function of the temperature have a rather complex behavior, and it is not

clear how to use them to locate the phase transition point. Also the theoretical situation

is very confused: the renormalization group predictions for the critical exponent cannot be

computed because no �xed point has been found

64

. The result is puzzling and no convincing

interpretations have been yet presented.

We believe that a much more careful study of the properties at non zero magnetic �eld

above and below the De Almeida-Thouless line is very important and the present situation

can be strongly improved in the near future.
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6.1 Close to the Phase Transition

First Bhatt and Young

22;26;28

noticed that in the 4D EA model one can locate T

c

with a

relatively small amount of computational work. In 4D the curves representing the overlap

Binder cumulant as a function of T , for di�erent size values L, cross very clearly giving a

precise estimate of T

c

(as a function of increasing lattice size the cumulant tends to zero

from above in the warm phase, and to a non-trivial, non-zero value from below in the broken

phase: the T point where di�erent L curves cross is a good �nite size estimate of the in�nite

volume T

c

). The very clear crossing (a behavior similar to the one seen in the SK model

or, for the magnetization cumulant, in the 3D ferromagnetic Ising model) allows a precise

estimate of T

c

(T

c

= 2:02� 0:03 for J = �1, T

c

= 1:75� 0:05 for Gaussian couplings: see

22;26;28

and the more recent simulations of

55

, done using the dedicated parallel computer

RTN

56

).

The value of the critical exponent � turns out to be quite small (about 0:8). This value

is nearly a factor 2 smaller that the three dimensional value and this implies that on a �nite

lattice we can go much closer to the critical point still keeping �nite size e�ects small.

6.2 Below the Transition

The most interesting results have been obtained by simulations done below the phase tran-

sition point. The measurements of the overlap probability distribution P (q) can be done at

T < T

c

much easily than in the three dimensional case. Finite size e�ects turn out to be

large (this is already true in the SK model, and stays true three dimensions: it looks like

an intrinsic problem of systems with quenched disorder). The variation of P (q) as function

of the lattice size (for L going from 3 to 7) is of the same order of magnitude as the one

one �nds in three dimensions)

57;58

.

Thermalization is faster here than in 3D and good quality results in a large region of

the broken phase have been obtained by using simple minded Monte Carlo techniques. The

probability distribution of the energy overlap appears to converge to a non trivial function

in the in�nite volume limit .

The di�erence in the crossing properties of the Binder parameter in four and in three

dimensions has a clear origin. If replica symmetry is spontaneously broken, then in the

in�nite volume limit, the Binder parameter converges to a non trivial function of T , g(T ). In

the mean �eld theory

5

the function g(T ) for T < T

c

is approximately given by 1�0:4�(1� �)

(we have de�ned by � the reduced temperature, � �

T

T

c

). In other words g

�

� lim

T!T

�

c

g(T )

is 1, which is quite di�erent from the value of the Binder parameter at the crossing point

(which is close to .3, as can be seen by numerical simulations of the SK model

22

).

When we go in less than 6 dimensions the quantity g

�

starts to be less than one

32

, and

decreases with the dimensionality of the space. When, by decreasing D, the value of g

c

, i.e.

the value of the Binder cumulant at the crossing point becomes close to g

�

, the e�ect of

crossing becomes very di�cult to detect

32

. One also expects that g

c

becomes a non trivial

function of D for dimensions lower than 6. This behavior is related to the lack of scaling in

the mean �eld theory. Indeed the function P (q) can be written
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We can write (48) in a compact form by de�ning a scaling function f such that C(t; t

w

) =

t

�x

f(t=t

w

). The scaling function f(z), tends to a constant when z ! 0 and behaves as z

��+x

as z !1: � and x are the exponents de�ned in equation (48).

The prediction of the droplet model for the correlation function is

C(t; t

w

) = (log t)

�= 

g

�

log(t=�)

log(t

w

=�)

�

; (49)

where � and  are the droplet model exponents and � is a time scale. This �t turns out

to be inadequate to describe the numerical data. The naive droplet model clearly does not

agree with the the o�-equilibrium dynamic simulations (and the experimental data) over a

substantial range of times. On the contrary mean �eld theory is correctly characterized by

power law decays.

It is also interesting to study the domain growth. One looks at the autocorrelation

function among overlaps (see equation (15)). One de�nes a dynamic correlation length as

�(t

w

) = 2

Z

1

0

drG

r

(t

w

) : (50)

The dynamic correlation length, �(t

w

), turns out to be described very well by an algebraic

behavior �(t

w

) � t

�(T )

w

, where the exponent � depends linearly on T . In this case the droplet

model behavior �(t

w

) � (log t

w

)

1= 

also �ts the data, with  = 0:71� 0:02.

Another interesting result has been obtained in

53

. One computes the ratio between the

response (R(t; t

0

)) and the time derivative of the autocorrelation function C(t; t

0

). If the


uctuation-dissipation theorem holds this ratio must be equal to the inverse temperature

�, but in the general case of complex o�-equilibrium dynamics

54

we can de�ne a function

x

d

(t; t

0

) by

� x

d

(t; t

0

) =

R(t; t

0

)

@C(t; t

0

)

@t

0

; (51)

such that in equilibrium x

d

(t; t

0

) = 1. On general grounds one can expect that the a priori

arbitrary function x

d

(t; t

0

) would in reality only depend on C(t; t

0

) which is the dynamic

equivalent of the overlap q. In this case x

d

(q) can be interpreted as the o�-equilibrium

version of the function x(q) of the static case

5

. Since q ! q

EA

at equilibrium one recovers

the 
uctuation-dissipation theorem (since x(q

EA

) = 1).

6 D=4

The 4D case is rather easier to study numerically than the 3D model. The evidence for

the existence of a broken phase with a non trivial P (q) and of a mean �eld like behavior is

easy to achieve. Because of that the 4D model will be discussed here from two points of

view. In the �rst it will be seen as the model where the most �rm evidence for the mean

�eld picture to apply in �nite dimensions has been established. In the second it will be

discussed as the model where more di�cult questions, like the existence of an ultrametric

organization of the phase space, can start to be analyzed in detail.
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Figure 8: The non-equilibrium exponent �(T; t

w

) of the 3D EA-model. The straight line is a linear �t of

�(T ) and is a guideline for the eye only. From

41

.

M(t) � t

��(T )

; (47)

where �(T ) depends on the temperature. In �gure (8) we show � versus T (from

41

: the

experimental exponents are from

52

). In �gure (8) we also show the exponents �(T; t

w

),

obtained by looking at the decay of C(t; t

w

), for values of the waiting time t

w

� t. The data

from the real experiments are from remanent magnetization measurements in an amorphous

metallic spin glass. Even though there is a quantitative di�erence between the numerical

and the experimental values the data are very similar. Note that we are discussing critical

exponents, which generally have quite a high uncertainty, often coming from systematic

rather than statistical errors.

The autocorrelation function C(t; t

w

) (18) can be analyzed in two di�erent regimes:

� The fully o� equilibrium regime (where there is no invariance under time translation),

t� t

w

53

. The asymptotic decay of the remnant magnetization that we have discussed

before is a special case (t

w

= 0).

� The quasi equilibrium regime that the system reaches for t � t

w

.

The behavior of the autocorrelation function in the two cases is well described as

C(t; t

w

) �

(

t

��(T;t

w

)

if t� t

w

;

t

�x(T )

if t� t

w

:

(48)

In the region t � t

w

the droplet model predicts C(t; t

w

) � (log t)

��= 

which does not

describe well the numerical data.
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Figure 7: In the upper �gure we plot B

q�q

versus T for L = 4 to 10 in a large T range. The lower �gure

has L = 4; 6; 8 and T 2 [0:7; 1:3].

5.4 Out of Equilibrium Dynamics

In the following we will discuss out of equilibrium dynamics of the 3D EA spin glasses. We

do not have enough space to give more than basic information: we will be mainly discussing

the work by Rieger and coworkers

41;48;49;50

, that the interested reader should consult. The

crucial points can be summarized in a few words. Firstly, numerical simulations give results

that are completely compatible with the experimental results (concerning, for example,

the decay of magnetization after switching o� an applied �eld). Aging phenomena

51

are

also clearly seen in both experiments and simulations. Secondly, most of results are not

compatible with the logarithmic dependence on time implied by the droplet picture. Aging

phenomena turn out to be clearly characterized by functions f(

t

t

w

) and not, as the droplet

model would imply, by functions of log(

t

�

)= log(

t

w

�

).

One measures autocorrelation functions at di�erent times, and tries to determine the

functional form of the power law decay: we will see that numerical results can be well

compared to real experimental results. The remnant magnetization, measured at time t

after a sudden quench (when a large applied magnetic �eld is switched o�), is de�ned as

M(t) � C(t; 0) ; (46)

where C(t

1

; t

2

) is de�ned in Eq. (18).

Experiments show a clear power law decay, i.e.
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been analyzed in detail in

47

: one �nds small �nite size corrections, and a very satisfactory

agreement between the numerical data and the theoretical result in the in�nite volume limit.

Guerra's

29

results, establishing the numerical validity of (39) and (40), can be used as a

good check of the thermalization (and of the formal correctness of the computer codes!).

As we said, by running simulations of 3 copies of the system one can de�ne more

cumulants, which allows one to extract more information about the system. Following

47

one de�nes

B

qqq

�

hjq

12

q

13

q

23

ji

hq

2

i

3=2

; B

0

qqq

�

hq

12

q

13

q

23

i

hq

2

i

3=2

; (41)

and

B

q�q

�

h(jq

12

j � jq

13

j)

2

i

hq

23

2

i

; B

0

q�q

�

h(q

12

� q

13

sign(q

23

))

2

i

hq

23

2

i

; (42)

where q

23

is the largest of the three overlaps (in absolute value). One expects that standard

�nite size scaling applies:

B

#

= f

#

(L

1

�

(T � T

c

)) ; (43)

where we have used the symbol # to denote one of the cumulants we have just de�ned.

B

qqq

and B

0

qqq

turn out to have the same behavior as the usual Binder cumulant based on

two replicas (see �gures (2) and (4)). B

q�q

seems instead to show a clearer signature of the

phase transition: in �gure (7) we show the L = 4, 6 and 8 data.

Let us �nally quote some preliminary results about the ultrametric structure of the

phase space of the 3D model

47

. One starts by measuring, after each MC iteration, the 3

overlaps among the 3 copies of the system, and ordering them as q

max

, q

med

and q

min

. One

de�nes a quantity b by

b �

(jq

med

j � jq

min

j)

2

q

max

2

: (44)

and de�nes the integrated probability �(b > b

0

) by

�(b > b

0

) �

Z

1

b

0

db P (b) : (45)

In the small b

0

region one �nds that �(b

0

) decays with a power law, i.e. �(b

0

) ' b

��

0

.

For intermediate values of b

0

one sees a fast, exponential decay �(b

0

) ' e

��b

0

, while in

the large b

0

region �(b

0

) goes to zero faster than an exponential. One can also �x b

0

(for

example by taking b

0

= 0:05): �(b

0

= 0:05) decays as power law with the size of the system

L. In an ultrametric phase space P (b) is a � function centered in the origin: these results

suggest that ultrametricity holds in 3D. Also, the theoretical analysis of

47

, based on the

results of

29

, shows that if the phase space of a �nite dimensional system is ultrametric then

equations like (19,39-42) must necessarily hold, i.e. one must �nd the same ultrametric

structure of the mean �eld solution.
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g(R; t) = f

�

R

�(t)

�

; (38)

where f is a scaling function. In �gure (6) we show the data for T = 0:7 and R = 2, 3

and 4. We plot the logarithm of the block Binder cumulant versus

�

R

t

1

z

�

�

, by using the

exponents � and z determined before from the behavior of the overlap-overlap correlation

functions (i.e. � = 1:5 and z = 8:3). The �gure makes clear we are not dealing with a �

function (which would be characterized by log(g) = 0).

Once again, within the sizes that we can study, the system looks much more like the

mean �eld picture than the droplet picture.

5.3 Simulations with Three Replicas

One of the potential advantages of using three replicas (i.e. 3 copies of the system with the

same quenched couplings J) in a numerical simulation is the possibility of investigating more

details of P (q) (for example by de�ning new, di�erent Binder cumulant-like parameters,

and trying to understand if they exhibit a clearer critical behavior: critical exponents are

universal, but amplitudes are not. If an observable has a larger amplitude it will be more

easy to determine it with good statistical precision).

Also, as we will discuss in some detail, working on 3 replicas helps in getting hints about

the metric (or ultrametric) structure of the phase space

30;46

.

Here we will introduce a Binder cumulant that allows one to observe a crossing of curves,

plotted as a function of T , obtained for di�erent lattice sizes L. This will strengthen the

results about the existence of a phase transition that we have already discussed. In a later

section (6.5) we will discuss a detailed study of ultrametricity in the 4D model using a

similar approach. In this section we discuss equilibrium simulations.

Let �; � and � be three replicas of our 3D spin glass: we will simulate them in parallel,

using the same quenched disorder (and di�erent random numbers for the updating). We

will de�ne three di�erent overlaps that we will denote by fq

12

; q

23

; q

13

g or fq; q

0

; q

00

g in the

rest of this subsection (where we will mainly follow

47

).

In (19) we have shown one typical relation among expectation values of the probability

distribution of the overlap in mean �eld theory, which embody the ultrametric content of

the theory

2;5

. Two speci�c cases can be written as

hq

2

i

2

=

1

3

hq

4

i+

2

3

hq

2

i

2

; (39)

hq

2

q

0

2

i =

1

2

hq

4

i+

1

2

hq

2

i

2

: (40)

Recently Guerra

29

succeeded in obtaining some of these results for V ! 1 in a rigorous

approach to spin glass theory, proving the validity of a set of such relations even for �nite

dimensional models (constructed by sending to zero a mean-�eld like perturbation of the

Hamiltonian): these results justi�ed the numerical �ndings of

38

. Both (39) and (40) have
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Figure 6: The logarithm of the Binder cumulant for the box overlap versus rescaled ratio of time and

distance. Stars are for R = 2, hexagons are for R = 3 and asterisks for R = 4. The straight line is only a

guide the eye.

where, as we have explained, we have identi�ed the correlation function measured at short

times with the q = 0 average, and the equality works in the warm phase with a precision

better than one percent. On the contrary, as soon as we enter in the cold phase the

equality (36) is violated: for example at T = 0:7 one has G

(q=0)

x=1

= 0:612 � 0:001 and

G

x=1

= 0:56�0:01 while at T = 0:35 one has G

(q=0)

x=1

= 0:802�0:001 and G

x=1

= 0:67�0:01.

This indicates that there is more than one ergodic component, i.e. that the replica symmetry

is broken.

We will describe now a last numerical experiment that is also meant to detect a di�erence

of the DM scenario and the RSB mean �eld approach.

The experiment is based on studying the quantity P (q

R

), i.e. the probability distribution

of the overlap, q

R

, in a box of linear size R, where R < L. In the RSB solution of the Mean

Field theory, the probability distribution P (q

R

) is Gaussian for R ! 1,

R

L

� 1, while in

a DM inspired solution it converges to the sum of two Dirac delta functions (one in +q

EA

and another in �q

EA

). We are assuming here that the overlap q of the two systems is zero

as in the previous simulations. A practical way to discern among the two possibilities is to

look at the Binder cumulant. At time t the cumulant for block of size R is de�ned as

g(R; t) �

1

2

0

@

3�

hq

4

R

i

hq

2

R

i

2

1

A

; (37)

where g(R; t) is built on data measured after tMC sweeps. >From standard dynamic scaling

one expects

17



We show this correlation function in �gure (5) together with the extrapolated correlation

function obtained using a cooling procedure. The power law behavior is very clear.

In the mean �eld framework it is possible to get analytic predictions for these decays.

de Dominicis and Kondor

44

have used RSB theory to compute the q�q correlation function

restricted to the q = 0 sector of the phase space, G

(q=0)

x

. One expects a power law behavior,

i.e.

G

(q=0)

x

'

1

jxj

�̂

: (34)

We see, then, that there is a good agreement of the expectation generated by the mean

�eld picture and the numerical results: correlation functions in the q = 0 sector have

an equilibrium limit and decay like a power law. These results provide evidence for the

mean �eld picture rather than the droplet picture. In the droplet model there are no q = 0

equilibrium correlation functions, and the only correlation functions of the theory eventually

have to decay to a constant (the square of the EA order parameter, q

2

EA

). Though, since

three is close to the LCD, �nite size corrections will be signi�cant and larger sizes would be

needed to make this conclusion de�nitive.

What we have been discussing in the last paragraphs concerns ergodic components of

the phase space. We have shown that correlations in the q = 0 ergodic component of the

3D system can be measured, and that one can detect a power law decay, which is expected

from the mean �eld theory. We will now see that one can get even stronger evidence that

the stable states of the system are organized in a non trivial structure. Thanks to a sum

rule we will be able to compare

38

the full correlation function at distance of 1 lattice spacing

with the correlation function in the q = 0 sector, and we will show that they are di�erent

in the broken phase for T < T

c

.

In the case of Gaussian couplings, by integrating by parts the expression for the expec-

tation value of the link energy operator, it is easy to obtain

E

link

= ��(1� G

x=1

) ; (35)

that relates the expectation value of the energy per link (that can be determined with high

precision from the numerical data) to the correlation function (integrated over all ergodic

components, (23)) at a distance of one lattice spacing.

The value of energy is well determined in the numerical simulation. One can extrapolate

to in�nite time by using the formE(t) = E

1

+At

��(T )

. The �t works well and the exponent

�(T ) is reasonably large. One estimates

38

that �(T ) = 0:44T =

2:75

z(T )

. This compares very

well with a mean �eld computation

33;45

based on the analysis of the interface free energy,

where one �nds �(T )

2:5

z(T )

. This is one more quantitative prediction of the mean �eld theory

that describes very well the 3D case. In this way one gets a good estimate for E

1

, which

in turn gives a precise estimate of G

x=1

. One �nds that in the high T , paramagnetic phase,

the q = 0 correlation functions equals the full function, as expected, i.e.

G

(q=0)

x=1

= G

x=1

; (36)
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Figure 5: G

1

(x) against x in a dilogarithm scale (T = 0:7). The upper line is the result of a slow cooling

while the lower one is obtained after a sudden quench to T < T

c

(see text).

t. At a given time t the system is correlated up to a distance of the order of the dynamic

correlation length �(T; t), i.e. the correlation functions are statistically di�erent from zero

up to this distance. We always check that the condition x� �(T; t

max

) is satis�ed.

The numerical data follow very well the functional form

G

x

(t) =

A(T )

x

�

exp

(

�

�

x

�(T; t)

�

�

)

; (32)

over a wide range of distance and time. Numerical data support this behavior in all the

region that has been analyzed, i.e. for 1 � x � 8, 10

2

� t � 10

6

and 0:3 T

c

� T � T

c

. In all

these simulations the value of the overlap, q, remains very close to zero (since the lattice is

large enough compared to the observation time). One �nds that

38

z(T ) '

6:25

T

, an estimate

compatible with the results of

41

. For example one estimates z(T

c

) = 6:25� 0:30, in good

agreement with the results of

23

(z(T

c

) = 6:1�0:3), the ones of

42

(z(T

c

) = 5:85�0:30) and

43

(z(T

c

) = 6:0� 0:5). The exponents � and � show very little dependence on T : for example

at T = 0:70 one �nds � = 0:50� 0:02 and � = 1:48� 0:02.

An e�ective way to proceed is to take the t!1 limit at �xed x on the numerical data,

by using the form (32). This procedure gives consistent results, and one obtains in this way

data that will be �tted as

G

x

(t =1) � lim

t!1

G

x

(t) =

A(T )

x

�

: (33)
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Figure 4: Binder cumulant for the 3D spin glass with Gaussian couplings

37

. In the lower plot L = 4 and

L = 16, in the upper one L = 8 and L = 16.

overlap on a very large lattice

38

).

Let us consider two copies of an in�nite system. There is a dynamic correlation length

�(T; t) which grows in time as

�(T; t) / t

1

z(T )

; (30)

which de�nes the dynamic critical exponent, z(T ) (in the pure Ising model at T

c

z = 2,

while in the SK model z(T

c

) = 4). We will try to verify a power law increase of the dynamic

correlation length in all the broken phase, for T < T

c

. z(T ) can (and does) depend on the

temperature T . We need to take a system whose size is much larger than t

1=z(T )

max

, where

t

max

is the number of Monte Carlo sweeps. The overlap q among the two copies at t = 0 is

then zero, since one selects two random con�gurations, and it remains close to zero during

all the t

max

MC sweeps. In this way the local correlation functions go to a �nite limit and

they are interpreted to be those of two equilibrium states at q = 0. It is trivial to verify

that in the case of a ferromagnet (or more generally of a system with a unique equilibrium

state, neglecting re
ections) one �nds that

G

x

! q

2

EA

as x! 1 ; (31)

where G

x

has been de�ned in (15).

At time t

0

one quenches the system to T < T

c

, and starts measuring the overlap-overlap

correlation function G

x

(t) of eq. (15) (computed now only at time t) at distance x and time

14



Figure 3: Rescaled P (q) near the critical point for the 3D J = �1 spin glass. From

36

.

quantity: the two cases of J = �1 and of Gaussian couplings give compatible values, close

to 0:75. This constitutes one more piece of evidence for the existence of a phase transition

in 3D.

After establishing the existence of a phase transition in 3D, we will clarify (mainly

after the simulations of

38

) the nature of the cold phase. Again, we are weighting here two

possible behaviors: the predictions of Mean Field theory with spontaneous replica symmetry

breaking (e.g. a large number of pure states) and those of the droplet model (e.g. only two

pure states). In order to try and solve this issue we will discuss here about two main sets

of observables: i) the behavior of the overlap-overlap correlation function when the overlap

is close to zero as a function of space and time; ii) the behavior of the Binder cumulant

computed on blocks of di�erent sizes as a function of block size and Monte Carlo time.

Since it is practically impossible to equilibrate very large lattices at very low T values, a

shortcut can help: one can for example analyze the dynamic behavior of the system to get

information about the equilibrium structure. That is why we are discussing the results of

38

in this section and not in the section about dynamics. Here one uses a dynamic behavior

together with an ansatz on the rate of the convergence to equilibrium to get equilibrium

information, whereas in the section on o�-equilibrium simulations we will describe numerical

experiments where we are dealing with quantities that represent intrinsically o�-equilibrium

phenomena. In Ref.

38

large lattices are simulated: in this way, starting from random initial

conditions one gets a value of the overlap that is initially close to zero and stays close to zero

during the entire MC run (one needs a huge number of MC sweeps to form a macroscopic

13



Figure 2: Binder cumulant for the 3D, J = �1 spin glass. From

36

.

the Binder parameter: it is a small e�ect, but now signi�cant at a few standard deviations

(two or three). It is interesting to notice that the lowest T value where they can get the 16

3

lattice to thermal equilibrium is T

(min)

' 0:9T

c

: it is very di�cult to thermalize at lower T

values, and we will see that tempering is crucial for that.

One can also use the probability distribution of the overlap, P (q), computed at the

critical point, to determine critical exponents. One uses the �nite-size scaling relation

P (q) = L

�

�

f

�

qL

�=�

; L

1

�

(T � T

c

)

�

; (29)

for T = T

c

, to estimate the ratio

�

�

. We show the result of the best �t in �gure (3): one

�nds

�

�

' 0:3. The best determination of Kawashima and Young

36

of the critical value of

T and of the critical exponents is T

(�1)

c

= 1:11� 0:04, � = 1:7� 0:3 and � = �0:35� 0:05.

Recent results have been obtained in

37

by using the parallel tempering Monte Carlo

method

39

, discussed in appendix 3, to simulate the 3D EA �rst neighbor spin glass model

with Gaussian couplings

c

. The use of an improved Monte Carlo technique has allowed us

to thermalize lattices of size up to 16 down to T

(min)

' 0:7T

c

(a large gain over what was

possible with the standard Monte Carlo approach). In �g. (4) we plot the Binder parameter

for L = 4 and L = 16 (lower plot), and for L = 8 and L = 16 (upper plot). In both cases

the crossing is statistically signi�cant in a whole set of T values. It is also interesting to

look at the value of the Binder parameter at the critical point, which should be an universal

c

These simulations have been run on the APE parallel supercomputer

40

.
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�

q

' 1 +

A

(T � T

c

)




: (27)

The best �t in the �gure is very good, and gives T

c

= 3:27� 0:02 and 
 = 2:43� 0:05. One

can therefore be happy, and believe the �gure exhibits the correct critical behavior, until

another functional form is tried. To see this we also tried the T = 0, exponential divergence

�

q

' A

�

e

(

B

T

)

p

� 1

�

+ C ; (28)

which is very natural behavior if we are at the lower critical dimension. The �t is in the

curve on the right, and it is again very good. Hence we �nd that a �t that looks very good

does not necessarily give much information about the nature of the critical behavior.

We have also considered the correlation length de�ned in (16). Here also a power law

�t to a divergence at a �nite T

c

works very well, giving a value of T

c

compatible with the

one we have seen before, and an exponent � = 1:20� 0:04. In this case too, the exponential

�t also works very well (even better than the power �t), and gives parameters that are

consistent with the ones we found for �

q

. It is also interesting to note that we have tried

a large number of �ts that all give a fair description of the behavior of the system in the

critical or transient region. For example a �t of �

q

to the form exp(A exp(B�)) also works

very well.

In other words, the problem is di�cult. Since the lower critical dimension is close

(maybe at zero distance) it is di�cult to be sure that we are really dealing with a �nite T

divergence. We will see that in order to be sure of the existence of a phase transition one

has to be able to go deep in the cold region on large lattices

b

, and that using the tempered

Monte Carlo makes this goal far easier.

5.2 Statics at T

c

and below T

c

The �rst results that have recently made clear the existence of a phase transition are the

ones obtained by Kawashima and Young

36

. We will discuss these and the recent unpub-

lished results by Marinari, Parisi and Ruiz-Lorenzo

37

. Only after that we will discuss the

characterization of the cold phase

38

, by ignoring the temporal sequence of the papers. It

turns out that by analyzing correlation functions and observables related to the P (q) it

is easier to characterize the regime of low T as a mean-�eld like regime than to be sure

that there is a real phase transition and not only a T = 0 exponential divergence of the

correlation length in the overlap sector of the theory.

Kawashima and Young

36

studied a 3D spin glass on a simple cubic lattice, with coupling

J = �1. They are able to thermalize lattices of size of up to 16

3

below T

c

. They use a

large number of samples (from 8000 to 2000 for the di�erent lattice sizes), with a number

of sweeps going from 0:5 to 15 million: the equivalent of nine years of IBM 390 workstation

years was used, a good brute force approach. In �gure (2) we show their Binder parameter g

(11) in the critical region. At T = 1:0 they can exhibit a statistically signi�cant crossing of

b

The �nite size scaling analysis of small lattices leads to ambiguities very similar to the ones we have

described here.

11



Figure 1: The overlap susceptibility as a function of T , from

35

. On the left the best power law the �t for a

�nite-T

c

and on the right is the best exponential �t assuming T

c

= 0.
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where the sum runs over �rst neighboring site couples i and j.

The two Hamiltonians (24) and (26) for positive � behave in a similar way, but for

negative small � at zero magnetic �eld they have a di�erent behavior. In the case of (24)

we end up (in zero magnetic �eld) with two states with negative q, smaller than q

EA

. On

the contrary when using the Hamiltonian (26) we end up with two states that have a small

negative overlap.

Finding a discontinuity in q or q

e

as function of � when using the Hamiltonian (26) and

letting �! 0 is a clear sign of the existence of many di�erent equilibrium states.

5 D=3

In this section we will discuss the crucial, physical case of 3D systems. We will start by

showing how di�cult these simulations are (because of the nature of the spin glass phase

and of the proximity of the LCD), by discussing high T simulations in x5.1. In x5.2 we will

show that there is a phase transition and that it looks mean-�eld like by discussing spatial

correlation functions and exact sum rules, while in x5.3 we consider 3-replica simulations

and the ultrametric structure of the phase space. We also show in x5.4 that o�-equilibrium

dynamic simulations contribute to a very clear scenario.

5.1 Statics above T

c

We have already explained why numerical simulations of spin glass systems are di�cult,

and why the case of 3 dimensions is probably the most di�cult to analyze: in the whole

cold phase one has a very severe slowing down (and maybe even a diverging correlation

length for all T < T

c

), we are close to the lower critical dimension.

The �rst possible approach to this problem is to simulate the system in the warm phase

35

: one starts from high T values, where simulations are easy, and goes as close as possible to

the phase transition (or to a T value with a very high correlation length). One stops where

the correlation time becomes too large as compared to the available computer resources,

or where the largest correlation length in the system becomes too large compared to the

largest system on can simulate.

We will show here some runs done on a 64 � 64� 128 lattice, with couplings J = �1.

Here each spin is coupled with strength one to 26 neighbors (in order to make the system

better behaved at low T values). Increasing the number of neighbors changes non universal

quantities such the value of the critical coupling, but does not change the universality class.

We follow the (equilibrium) dynamics of two replicas in each realization of the couplings,

and we compute their overlap. For these equilibrium runs on a large lattice we have averaged

over two realizations of the disorder, and we have checked that sample to sample 
uctuations

were small (which is natural for large lattices at T values which are not too low). We ran

from half a million sweeps at the higher T values up to 30 millions sweeps at the lower T

values of our runs.

In �g. (1) we plot the overlap susceptibility �

q

as de�ned in eq. (13). The two curves

are here to give us the �rst surprise. In the curve on the left we have tried a power �t, with

a divergence at a �nite T

c

:

9



b

G

(q=0)

x

' x

�D+2��

; (22)

where � is the usual critical exponent computed at the phase transition point. The function

b

G

(q=0)

x

is interesting also because it the most accessible by numerical simulations: one does

not need to �x the constraint, but it can be automatically implementing by starting with

two non thermalized con�gurations on a large lattice. In such a situation the system will

stay in the q = 0 sector for a very large time (more precisely for a time which diverges

when the volume goes to in�nity), since the two copies will typically approach thermal

equilibrium by relaxing in two orthogonal valleys.

The existence of a whole set of q-dependent correlation functions with di�erent critical

behaviors is a crucial prediction of the mean �eld theory. The usual overlap correlation

functions 17 which are obtained by integrating over the whole phase space are given by

b

G

x

�

Z

dq P (q)

b

G

(q)

x

: (23)

These features are not shared by the droplet model. In the DM the function P

J

(q)

always contains a single delta function (two at zero magnetic �eld, h = 0, because of the

spin reversal symmetry): if at h = 0 we consider only one of each of the pair of states

obtained by changing the sign of all the spins of the lattice, then DM tells us that the

system has only one state.

4.2 Coupled Replicas

The introduction of an interaction among replicas

33;34

(i.e. di�erent spin con�gurations

which are de�ned in the same quenched couplings) generates a very interesting phenomenol-

ogy. Let us consider a system of two replicas � and � , described by the Hamiltonian

H

J

(�; �) � H

J

(�) +H

J

(�)� �

X

i

�

i

�

i

: (24)

In the mean �eld theory one �nds that the expectation value of the overlap q among the

two replicas � and � for small � behaves as

q(�) = q

EA

+ A�

1=2

: (25)

The overlap correlation function goes to zero exponentially with a correlation length that

diverges as �

�

1

4

for �! 0. The non-integer power (less than one) in the dependence of q(�)

over � implies that

dq

d�

j

�=0

=1 and consequently the correlation length in a single phase is

equal to in�nity. This divergence implies that the free energy is 
at in some directions or

equivalently that the system in the broken phase is always in a critical state.

In the same way we can add to the Hamiltonian a term proportional to the energy

overlap, by writing

H

J

(�; �) = H

J

(�) +H

J

(�)� �

X

<i;j>

�

i

�

i

�

j

�

j

; (26)
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A last important tool to study the dynamics of a system is the spin-spin autocorrelation

function, i.e.

C(t; t

w

) �

1

V

V

X

i=1

h�

i

(t

w

)�

i

(t

w

+ t)i ; (18)

where the time t

w

is often called the waiting time.

4 A Mini-Theoretical Review

The aim of this section is to recall the predictions of the mean �eld approximation and to

clarify the language we are using in the rest of the paper.

4.1 Some Mean Field Useful Results

In the mean �eld theory the probability distribution of the overlaps averaged over the

disorder, (10), has a smooth part plus a delta function at q

EA

. We have already said that

the function P

J

(q) 
uctuates with the coupling realization J . In the replica formalism

2

one

�nds that

P

J

(q

1

)P

J

(q

2

) =

1

3

P (q

1

)�(q

1

� q

2

) +

2

3

P (q

1

)P (q

2

) : (19)

This relation, which tells us something about the 
uctuations of the function P

J

(q), has

been recently proven rigorously by Guerra under very general assumptions

29

. Ultrametricity

30

is another very interesting property, which we will discuss in detail in sections (5.3) and

(6.5).

A crucial property of the pure states is the vanishing at large distance of the connected

correlation function (17) among two states � and 
. It is also evident that the correlation

function

b

G

(q)

x

(17) depends on q (the subtraction is q

2

. Its value at j = 1 is particularly

interesting, and in the case of the models with J = �1 it is equal to the average of the

so-called energy overlap:

q

e

�

1

V

X

y

h�

y+1

J

y;y+1

�

y

i

�

h�

y+1

J

y;y+1

�

y

i




: (20)

Also the asymptotic behavior of the function

b

G

(q)

x

for large x is interesting. By a tree level

computation the authors of

31

�nd that

b

G

(q)

x

/

8

>

<

>

:

x

�D+2

if q = q

EA

;

x

�D+3

if 0 < q < q

EA

;

x

�D+4

if q = 0 :

(21)

These predictions are valid close to the upper critical dimension, 6, and they will surely be

modi�ed in a number of dimensions small enough. In particular a systematic perturbation

theory

32

gives indications that in less than 6 dimensions

7



where we will frequently ignore the superscripts by denoting it by q. The overlap is the

essential ingredient for the study of a spin glass. Its probability distribution for a given

sample

P

J

(q) = h�(q � q

�;�

)i ; (9)

and averaging over samples one has

P (q) � P

J

(q) : (10)

The Binder parameter has a crucial role in locating phase transitions:

g �

1

2

"

3�

hq

4

i

hq

2

i

2

#

: (11)

It scales as

g = ~g

�

L

1

�

(T � T

c

)

�

; (12)

i.e. at T

c

the Binder parameter does not depend on L (asymptotically for large L values).

In some parts of the text we will also denote it by B. The overlap susceptibility is de�ned

by

�

q

� lim

V!1

V hq

2

i : (13)

The spatial overlap-overlap correlation function is

G

i;j

� hq

i

q

i+j

i = h�

i

�

i

�

i+j

�

i+j

i = h�

i

�

i+j

i

2

; (14)

and

G

j

�

1

V

X

i

G

i;j

: (15)

Sometimes we will denote G

j

by G(j) or G

x

. From here one can for example de�ne an

e�ective distance dependent correlation length

~

�(d) � log

 

G

(�)

(d+ 1)

G

(�)

(d)

!

; (16)

that for d!1 tends to the asymptotic correlation length. The connected overlap-overlap

correlation function is de�ned by

b

G

(q)

j

� G

j

� q

2

: (17)

We have made explicit the dependence of

b

G

(q)

j

on q: one can select states with a given

overlap q and compute the correlation among them.
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Again one �nds that the existence of a phase transition is favored, but the LCD is very

close. 4D appears as an easy case. The critical region is clear, and one can easily get the

rough but reliable estimates � = 0:80� 0:15, � = �0:30� 0:15 and 
 = 1:8� 0:4 for the �J

case.

Ergodicity breaking in 3D has been discussed by Sourlas in

27

.

The work by Reger, Bhatt and Young

28

uses the observation that since observation

of the critical point in 4D is simple, then 4D is a useful test case for studying the low-

T phase. Ref.

28

clearly shows that the broken phase of the 4D system has a non-trivial

overlap probability distribution: things go exactly as they do in the mean �eld model. After

ref.

28

one has to argue that the physics must change after some very large length scale (not

observed in the today state of the art large scale numerical simulations) in order to claim

that the mean �eld limit is not a good starting point to study the realistic case of �nite D

dimensional models, with D lower than the upper critical dimension and higher than the

lower one.

3 De�nitions

We give here some de�nitions that will be needed in the following. We work in D spatial

dimensions. The linear extension of our lattice is L, and the volume is V = L

D

(sometimes

we will denote it with N). In the mean �eld model N or V denote the total number of

lattice sites. Typically we work with Ising spins �

i

= �1. The Hamiltonian is

H �

X

<i;j>

�

i

J

i;j

�

j

; (4)

where the sum runs over �rst neighbor on the D dimensional lattice (simple cubic unless

otherwise speci�ed), and the J are quenched random variables. The couplings J will be

sometimes Gaussian, and sometimes they will take the values �1 with probability

1

2

, as

discussed in the see text. The magnetization is

m �

1

V

X

i

�

i

: (5)

In spin glasses it is not a very interesting quantity, since, by using the gauge invariance

of the theory, one can show that hmi = 0, where h� � �i denotes a thermal average and � � �

denotes an average over the disorder. The magnetic susceptibility is

� �

1

V

hm

2

i : (6)

The overlap among two con�gurations � and � at site i is

q

�;�

i

� �

�

i

�

�

i

; (7)

and the total overlap is

q

�;�

�

1

V

X

i

q

�;�

i

; (8)
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We realize that there are many very interesting subjects that we have not considered

for lack of space. Examples are simulations in in�nite range models with Ising, Heisenberg

or spherical spins with interactions connecting two or more spins

13;14;15

; the whole series of

questions connected with non-Hamiltonian system

16

; non-Ising spins in �nite dimensions

17

;

the Ising spin glass at the upper critical dimension

18

; chaos in spin glasses

19

and quantum

spin glasses

20

. There is surely much more that we are omitting, and for this we apologize.

2 History

The papers by Ogielski and Morgenstern

21

and by Bhatt and Young

22

start the history

of modern, large scale simulations of �nite dimensional spin glass models. They both deal

with 3D systems, with quenched random couplings J = �1 with probability

1

2

. A special

purpose computer has been built for running the simulations of

21

: this has been one of the

milestones of the history of computers dedicated or optimized (as far as the hardware is

concerned) for the study of problems in theoretical physics.

Ref.

21

deals with both equilibrium and dynamics. The best output of the simulations is

that there is a phase transition at T

c

= 1:20� 0:05, with � = 1:2� 0:1, but, though a T = 0

power law divergence can be excluded, an exponential divergence of the kind � ' exp(b=T

c

)

(which is what we expect at the lower critical dimension, LCD, see later) �ts very well the

data. The dynamic simulations allow one to estimate a correlation time that, assuming a

�nite-T phase transition, scales like �(T ) ' �

z

, with z ' 5. An exponential �t to a LCD

form also works �ne. In addition, a Vogel-Fulcher behavior � ' �

0

exp(

�F

T�T

0

) with T

0

' 0:9

�ts well the data.

If one assumes the existence of a phase transition, the work of

22

gives compatible results,

with T

c

' 1:2, � = 1:3�0:3 and � = �0:3�0:2, but the results at lower temperatures indicate

that the system might also be at the LCD. The spin glass susceptibility �

q

is estimated here

with two di�erent approaches (two copies of the system or dynamical correlation functions).

The two possibilities of 3 being the LCD and of a Kosterlitz-Thouless like transition are

compatible with the data.

In a longer paper Ogielski

23

mainly discusses the dynamic behavior of the 3D system.

He �nds that for T > T

c

the dynamic correlation functions can be described by a stretched

exponential decay, while in the cold phase one always detects a power law (a typical signature

of the slow dynamics of a complex system). The dynamic exponent z turns out to be close

to 6. Again, one gets hints for dimension 3 being marginal or close to it. The dynamic

behavior of the 3D model has also been studied by Sourlas

24

, while looking at domain walls

gives compatible results

25

.

Bhatt and Young

26

study the cases 2D, 3D and 4D, with a systematic analysis of the

Binder parameter g, de�ned in Eq. (11) below (and an accurate study of thermalization).

In 2D, with J = �1 they �nd T

c

= 0. Note that for T

c

= 0 there can be a di�erence

between the �J model and the case of continuous couplings, since the ground state has a

large degeneracy in the former model: �, in particular, is not expected to be the same for

these two models. Assuming a power divergence gives � = 2:6 � 0:4, � = :20 � :05 and


 = 4:6� 0:5. In 3D they study the case of Gaussian couplings, to investigate universality.
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�

eq

= �

Z

dq (1� q)P (q) � �

LR

: (3)

To a very good approximation �

eq

is given experimentally by the derivative of the

thermoremanent magnetization with respect to the magnetic �eld.

In the droplet model the two suscetibilities are equal. In the mean �eld approach we

have �

LR

< �

eq

in the broken phase, while in the warm phase q

EA

= 0 and we see that

both susceptibilities are equal to �. In the broken phase region we have �

eq

> �(1� q

EA

).

The di�erence of the two susceptibilities is a typical prediction of the mean �eld theory;

indeed in the �rst case (�

LR

) the system in presence of an in�nitesimal magnetic will be

in a very similar con�guration to that in zero magnetic �eld. In the second case, systems

at equilibrium in di�erent magnetic �elds may correspond to very di�erent microscopic

con�gurations.

In many cases numerical simulations have been extremely useful to discriminate among

di�erent theoretical scenarios and to discover the existence of possible non perturbative

e�ects. Spin glasses are not an exception to this rule, although numerical simulations are

much more di�cult here than in the usual ferromagnetic case

12

. The main di�culty is

related to the high value of the dynamic exponent z. Already in mean �eld z is quite large

(4) and it becomes still larger in three dimensions (around 6). This is very di�erent from

usual ferromagnets, where z has a small value (close to 2), largely independent of the system

dimensionality.

Most of the numerical simulations have been run in three dimensions, where it is par-

ticularly di�cult to get satisfactory results (we will discuss the reasons for this in detail in

the following). The situation in two and four dimensions has been clari�ed by numerical

simulations (for opposite reasons: see later) in a far more complete and satisfactory way.

Although the behavior of �nite dimensional spin glass systems in the presence of a magnetic

�eld is very interesting, unfortunately few data are available.

In x2 we use a few phrases to describe the earlier generation of Monte Carlo simulations:

we will not have space to describe them in detail, and we will just mention the main �ndings.

In x3 we de�ne the models, and give the de�nitions we will use in the text. In x4 we give

a mini-theoretical review. Then we discuss recent numerical results starting with the the

crucial case of 3 dimensions x5: we discuss simulations in the high T phase in x5.1, in

the broken phase in x5.2, simulations using three replicas of the system in x5.3 and o�-

equilibrium dynamic simulations in x5.4. In x5 we discuss how the existence of a phase

transition has been made clear, and how one quali�es the broken phase, showing it appears

to be broken according to the mean �eld RSB pattern, though �nite size corrections are

large and might conceivably modify this conclusion. After that, in x6, we discuss the case

of 4D, where the existence of a �nite temperature transition is easily seen numerically and

the evidence for a mean �eld like broken phase is stronger than in three dimensions. The

case of 2D , where one does not have a �nite T phase transition, is discussed in x7 to stress

peculiar e�ects and behavior of interest. In a series of appendices we discuss pure states,

(appendix 1) and improved Monte Carlo Methods (tempering (appendix 2) and parallel

tempering (appendix 3)).
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basis of the so called droplet model (hereafter DM).

It is known that the MK approximation gives results that are violently wrong from

a quantitative point of view when we go to a large dimensional space (in most models

the results are acceptable only in dimension 2 or less). For example in a ferromagnet the

MK approach does not detect the triviality of the critical exponents in dimensions greater

than 4. Usually the MK approximation grasps correctly the qualitative behavior (e.g. the

existence of Goldstone modes in models with spontaneously broken O(N) symmetry) in the

low temperature phase and from this point of view it agrees with the mean �eld predictions.

There is no controversy between the two pictures concerning the spin glass transition

in zero external magnetic �eld. Critical exponents are given by mean �eld values in more

than six dimension and a (poorly convergent) �-expansion predicts the exponents in 6 � �

dimensions

10;11

.

On the contrary in the low temperature phase the two approaches imply very di�erent

behavior. Mean �eld theory predicts that for a large, �nite system

a

there are many di�erent

equilibrium states. The droplet approach predicts that the equilibrium state is unique, apart

from re
ection of all the spins. The two points of view drastically di�er in the properties of

overlap functions (discussed in detail below): in the droplet model the value of the overlap

q among two di�erent real replicas of the systems is expected to be a given number, while

in the mean �eld approach it has a non trivial probability distribution P (q), which in the

in�nite volume limit has support in the interval (q

m

; q

M

) (q

m

stands for the minimum q

value, q

M

stands for the maximum q value). The value of q

M

coincides with the overlap

among two generic con�gurations in the same state, which is denoted q

EA

(EA stands here

for Edwards-Anderson). The probability distribution for a given sample P

J

(q) is a quantity

that depends on the sample: it is a non self-averaging quantity.

This di�erence in the expectations for q has strong implications for the magnetic sus-

ceptibility: in the droplet model, in the limit of zero magnetic �eld, there is no ambiguity

in the de�nition of the equilibrium susceptibility and it is given by the relation

� = �(1� q

EA

) : (1)

Note, though, that the approach to this value is very slow in the cold phase so a real

experiment on a �nite time scale may give a di�erent result. In the mean �eld approach

there are two di�erent which can be conveniently de�ned:

� The linear response susceptibility (�

LR

) which is given by the zero frequency limit of

the time dependent susceptibility (equivalently it is given by variation of the magne-

tization when an in�nitesimal magnetic �eld is applied to a system in a pure state).

It is given by:

�

LR

= �(1� q

EA

) : (2)

� The equilibrium susceptibility, i.e. the derivative of the equilibrium magnetization

with respect to the magnetic �eld. It is given by the relation:

a

We discuss the problem of de�ning a state in the �nite volume spin glass system in Appendix 1
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We discuss the status of Monte Carlo simulations of (mainly �nite dimensional) spin glass systems.

After a short historical note and a brief theoretical introduction we start by discussing the (crucial)

3D case: the warm phase, the critical point and the cold phase as well as the ultrametric structure

and out of equilibrium dynamics. With the same style we discuss the cases of 4D and 2D. In a

few appendices we give some details about the de�nition of states and about the tempering Monte

Carlo approach.

1 Introduction

Spin glasses are a fascinating subject, both from the experimental and from the theoret-

ical point of view

1;2;3;4

. In the framework of the mean �eld approximation a deep and

complex theoretical analysis is needed to study the in�nite range version of the model (the

Sherrington-Kirkpatrick model, SK model in the following). Using the formalism of replica

symmetry breaking

5

(RSB) one �nds an in�nite number of pure equilibrium states, which

are organized in an ultrametric tree. It is fair to say that while most of the equilibrium

properties of the SK model are well understood, much less is known about the detailed

features of the dynamics, although recent progress has been made in this direction.

A crucial question is how much of this very interesting structure survives in short range

models, de�ned in �nite dimensional space. Numerical simulations are very useful for trying

to answer this question, since most of the more peculiar predictions are for quantities that

are di�cult to relate to measurements that can be performed in real experiments.

Our goal will eventually be to draw a meaningful comparison of the theoretical �ndings

and the experimental data. In order to do that we will discuss both the mean �eld picture

and a di�erent point of view, the droplet model

6;7;8

. We will see that a comparison of the

predictions of the mean �eld theory with those arising from the droplet model systematically

shows the appropriateness of the mean �eld picture.

In most problems an interacting theory is formulated by starting from a limiting case

which is well under control. Then one constructs some kind of perturbation expansion, but

the features one �nds in this way typically share many features with the starting point one

used: one should therefore start from a good guess. In spin glasses there are two di�erent

starting points that have been considered in the literature:

� The mean �eld approximation, which is correct in the in�nite dimensional limit.

� The Migdal-Kadano� (MK) approximation

9

, which is (trivially) correct in one di-

mension and for some fractal lattices (e.g. carpet lattices). This approximation is the

1


